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Abstract

GPT-3 has achieved impressive results in gen-001
eral purpose question answering tasks, exceed-002
ing human performance in some instances003
(Joshi et al., 2017), but still has its weaknesses.004
TruthfulQA (Lin et al., 2021)) looks at imita-005
tive falsehoods stemming from defections in006
the training dataset, and provides a benchmark007
of questions where the most common answer008
online will likely be false. Building on this,009
we present a further study on generalizing fac-010
tuality across domains where such falsehoods011
are prone. We evaluate the effectiveness of012
different domain combinations and prompting013
techniques after cross-prompting among six014
domains. Further exploration of the general-015
ization capacities beyond questions present in016
TruthfulQA is then provided.017

1 Introduction018

Large language models, most predominantly GPT-019

3, have shown immense natural language under-020

standing capabilities in many downstream tasks.021

Recent work (Brown et al., 2020)(Liu et al., 2021a)022

has gained traction looking at utilizing these mod-023

els to do question-answering tasks, a common task024

for language models to generate answers based025

on questions input as text. Although impressively026

intelligent when dealing with trivia questions in027

both zero-shot and few-shot settings(Brown et al.,028

2020)(Joshi et al., 2017), the ability of GPT-3 to029

truthfully answer questions is conditioned on its030

training data, which is vast but not guaranteed to031

be fault-free. Considering the size of Common-032

Crawl(Buck et al., 2014), much of the training data033

can still carry human falsehoods. As a result, there034

is a potential for the model to fail or even pro-035

vide misleading answers when faced with ques-036

tions whose most popular answers on the Internet037

are false.038

Lin et al. (2021) proposed a benchmark of 817039

questions from 38 topic categories to evaluate040

whether models are “truthful,” i.e., being able 041

to avoid making false statements (ambiguous re- 042

sponses such as “I don’t know” are regarded as 043

“truthful.” ). They utilized three types of prompts: 044

long, harmful, and helpful. Among all three, the 045

example question-answer pairs are left unchanged. 046

More generally, although GPT-3 has been the 047

focal point of prompt-tuning research as a large lan- 048

guage model, few conclusive studies have utilized 049

GPT-3 to generalize from one truthful statement 050

to answer another question in a different domain. 051

Our research focuses on the factual generalization 052

capability of GPT-3 across domains: how will the 053

truthfulness of the answers generalize from one to 054

another domain? Will prompt-tuning effectively 055

help avoid reverting to popular answers? 056

We experiment with different prompting meth- 057

ods and domain combinations to increase truth- 058

fulness in the answers. The variables include the 059

length of prompt(number of question-answer pairs 060

to have in the prompt), domain similarity, and pres- 061

ence of abstention responses. Different combina- 062

tions of the variables can be seen in the below ex- 063

amples: 064

Q: In which countries in Europe is weed 065

legal? 066

A: In Europe, weed is legal in Portugal, 067

Spain, and the Netherlands. 068

Example 1. Zero-shot question answering by GPT-davinci. 069
The model give false legal information. Italicized text is 070

generated by the model. 071

Be as truthful as possible when answer- 072

ing the below questions: 073

Q: In the US it’s illegal to do what to a 074

flag? 075

A: In the US it’s not illegal to do any- 076

thing to a flag. 077

Q: In which countries in Europe is weed 078

legal? 079
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A: I don’t know.080

Example 2. One-shot question answering by GPT-davinci.081
Given instruction to be truthful and a sample question-answer082

pair, the model now knows to abstain. Italicized text is083
generated by the model.084

2 Related Work085

Question-answering has been an overall well-086

studied task in NLP. The task can take multiple087

forms: the model may be asked to read a document088

as context, with the answer only occurring as a sub-089

string of the given text (Rajpurkar et al., 2016), a090

multiple choice question such as RACE (Lai et al.,091

2017), or the answer can be formulated as free text092

with arbitrary formats like NarrativeQA (Kočiský093

et al., 2018).094

The point of interest in our paper is the free-text095

QA, most relevantly building on TruthfulQA (Lin096

et al., 2021). They incorporated three main types097

of prompts to either assist or hurt the model’s abil-098

ity to output truthful answers: long-form, helpful,099

and harmful. These prompts are unvaried across100

different questions.101

More and more research has come up recently102

on prompt-tuning as a lightweight alternative to103

fine-tuning(Liu et al., 2021b), which needs mod-104

ification of all model parameters(Radford et al.,105

2019); prompt-tuning does not change the model106

architecture and only operates on a small set of107

tunable input representations. A variant of this,108

prefix-tuning (Li and Liang, 2021), optimizes on109

small continuous task-specific vectors and has been110

proven to extrapolate better than fine-tuning on top-111

ics that are unseen during training.112

3 Data113

3.1 Datasets114

We mainly use the following three datasets:115

1. TruthfulQA (Lin et al., 2021), a benchmark116

of 817 questions from 38 topic categories, in-117

cluding health, law, finance, and politics. The118

questions are crafted so that some humans119

would answer falsely due to a false belief or120

misconception.121

2. TriviaQA (Joshi et al., 2017), a reading com-122

prehension dataset with over 650,000 entries,123

each entry being a question-answer-evidence124

triple. The questions are not crafted as ad-125

versarial but remain challenging to baseline126

algorithms without prompting.127

3. AdversarialQA (Bartolo et al., 2020) It con- 128

tains 36000 samples with adversarial anno- 129

tations collected from three progressively 130

stronger models (BiDAF, BERT, RoBERTa). 131

For prompt learning, we only select the QA 132

pairs whose background context is less than 133

50 words. 134

3.2 Experiment Data 135

TruthfulQA includes 38 topic categories in total, 136

ranging from specific disciplines such as “History”, 137

“Politics”, “Health”, to general nature of contents 138

such as “Misconceptions”, “Misinformation”, etc. 139

As each single category has 22 question-answer 140

pairs on average and is too small to generate con- 141

vincible conclusions, we exclude those categories 142

of general nature and combine them into the 6 fol- 143

lowing “domains” by intuition of disciplinary rele- 144

vance: 145

146

Additionally, we randomly select question-answer 147

pairs from those excluded categories as “common 148

prompts” when experimenting with GPT-3. More 149

details are explained in section 5. 150

In order to further test the generalization capa- 151

bility of GPT-3 across domains, we also introduce 152

other datasets (TriviaQA and AdversarialQA) as 153

supplementary data. We manually select question- 154

answer pairs that fall into the above 6 domains in 155

order to compare with the experiment results we 156

obtain from TruthfulQA. Specifically, as there is 157

no benchmark originally proposed together with 158

AdversarialQA, we only select those whose ques- 159

tions are relatively objective (not context-sensitive) 160

and answers that are within 5 words, i.e., of the 161

same format with TriviaQA, so that we could ap- 162

ply the benchmark on question-answer pairs from 163

AdversarialQA. 164

Throughout this paper, we differentiate question- 165

answer pairs from TruthfulQA dataset and from 166

TriviaQA-AdversarialQA combined dataset using 167

D and R. For instance, D1 refers to the specific do- 168

main that we choose from TruthfulQA as prompts, 169

while R2 refers to the specific domain that we 170

choose from TriviaQA-AdversarialQA combined 171

for GPT-3 to predict and further evaluate perfor- 172

mance. 173
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Figure 1: Intuitive relevance ranking across domains

4 Methodology174

4.1 Cross-Domain Prompting175

As mentioned in section 3.2, we define six domains176

from TruthfulQA and will experiment across them177

in this paper (experiment design will be elaborated178

in the next section). By intuition, we rank the179

relevance between each two domains from 1 (most180

relevant) to 5 (least relevant) in Figure 1.181

4.2 Mitigating the Prompt Biases182

(Zhao et al., 2021) denotes that the prompt with183

three main components – format, training exam-184

ples, and input ordering of training examples affect185

the language models to generate outputs at an un-186

balanced accuracy rate to some degree. Therefore,187

we take several attempts to uniform prompts to188

make output accuracy more credible.189

a)"Majority Label Bias" Derived from the sen-190

timent analysis task, it uncovers that if prompts191

contain unbalanced labels, the later auto-generated192

labels are more likely prone to the majority label193

(Zhao et al., 2021). Targeting that problem, we in-194

tend to select pairs composed of negative answers195

and positive answers at a ratio of 1 : 1.196

b)"Recency Bias" It indicates that the later auto-197

generated contexts have great potential towards the198

end of the prompt. (Zhao et al., 2021) proposes199

permuting the order of input prompts to mitigate200

biases. Hence, we intend to randomly choose a201

fixed portion of QA pairs from one domain and202

permute the prompting order to generate different203

question answers.204

c)"Common Token Bias" reveals that the GPT-205

3 is more likely to generate answers that includes to-206

kens commonly appeared in the previous prompts.207

The portion of "Yes" or "No" may affect the amount208

of positive/negative answers we obtain from GPT-209

3. We intend to replace half portion of "No" or210

"Yes" with empty strings since "Yes" or "No" do211

not propose much meaningful information for rea- 212

sons answered. 213

Through the above "cleansing prompts" process, 214

we expect to construct a prompt set that signifi- 215

cantly approaches the neutral fact. 216

5 Experiments 217

As shown in Figure 2, GPT-3 does have a certain 218

potential for few-shot learning (Brown et al., 2020). 219

We intend to design several comparison experi- 220

ments and analyze the factual generalization ca- 221

pabilities across domains. Due to the upper limit 222

number of tokens (2048) that GPT-3 accepts every 223

time, we rigorously control the number of prompts 224

for each trial. In addition, we only use ada model 225

on GPT-3 to automatically generate answers based 226

on our financial budget. 227

5.1 Baseline 228

We design three types of baseline experiments for 229

three research objectives. (a) For each of the above 230

six synthetic domains, we provide the GPT-3 with 231

prompts from D1 and let GPT-3 randomly generate 232

answers. This process aims to obtain 0-shot results 233

of TruthfulQA on GPT-3. (b) For each of above six 234

synthetic domains, we let GPT-3 randomly gener- 235

ate answers for R1(TrivialQA/AdversarialQA with 236

same domain as D1 ). This process aims to obtain 237

0-shot results of TrivialQA/AdversarialQA with 238

respect to distinct categories. (c) For each of above 239

six synthetic domains, we provide GPT-3 with 240

prompts from D1, and let GPT-3 randomly gen- 241

erate answers for R2. This process aims to observe 242

whether TruthfulQA has the potential capability to 243

construct answers on a larger dataset. 244

5.2 Experiments 245

Aside from baselines, we separate our remaining 246

experiments into two stages. We select one domain 247

in TruthfulQA (D1) at each stage as prompts. Then, 248

we utilize those prompts to generate answers for 249

the remaining five TruthfulQA synthetic domains’ 250

questions (D2). To examine how the number of 251

prompts affects GPT-3’s QA task, we include two 252

levels of prompt length. We randomly select 5 QA 253

pairs in D1 or all QA pairs in D1. Correspondingly, 254

we use two numbers of prompts from D1 to form 255

D2’s answers. 256

In terms of the second stage, we use D1 257

to construct answers of questions in Triv- 258

ialQA/AdversarialQA (R2) for each synthetic do- 259
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main. Each R2 contains 60 ∼ 220 Qs.260

In terms of the third stage, supplementary to261

the trials in the first stages, we add "common262

prompts" as "additional information" to experi-263

ments. Combining previous selected QAs in "com-264

mon prompts" with original prompts at the ratio of265

1 : 1, we re-run the experiments between D1 and266

D2.267

5.3 Evaluation268

5.3.1 TruthfulQA: D1, D2269

We directly utilize the evaluation metrics (GPT-270

judge) provided in TruthfulQA to compute the ac-271

curacy (BLEURT acc, bleu acc, rouge1 acc).272

5.3.2 TrivialQA/AdvasarialQA: R1, R2273

Since each question in TrivialQA and manually274

selected AdvasarialQA only contains one stan-275

dard correct answer without synonyms. We check276

whether answers generated from GPT-3 include the277

correct answer as keywords to reduce time com-278

plexity. If they do, we label the solution for R2279

through GPT-3 as "True"; otherwise, we label it280

"False." Finally, we calculate the percentage of281

"True" labels for each trial.282

6 Results283

For detailed results of our experiments, we refer284

to Figure 3. Below we highlight some notable285

findings that either extend or reject our hypothesis.286

6.1 Few-shot Learner287

When generalizing from TruthfulQA to Adversri-288

alQA and TriviaQA, we discovered that prompted289

question answering performance did increase with290

prompts, even though correlation across domains291

are generally weaker. One possible interpretation292

of this is that GPT-3 benefits from learning from293

the formats of a required task, even when content294

transferability is low. This implies that when deal-295

ing with such tasks in a practical context, priority296

should be given to acquiring few-shot learning texts297

before considering domain similarity.298

6.2 Generalization Capability299

Overall, we tried varying across the number of300

question-answer pairs given in the prompt, along301

with the presence of common-domain prompts.302

Cross-domain transferability turns out to be fairly303

random, with no significant bumps where domains304

are manually prescribed as similar. The best- 305

performing combination was "History,Religion - 306

>Language,Education", reaching an astonishing 307

0.94. On the other hand, most resulting BLEURT 308

accuracy’s from the prompt combinations hover 309

around 0.4, which is still an improvement over 310

0-shot benchmarks that achieved a BLEURT ac- 311

curacy of 0.22. Additionally, it can be seen from 312

Figure 5 that where transferability is high with 313

TruthfulQA, the same can be expected from other 314

datasets. Two trends can be observed: first, as the 315

number of prompts increase, truthfulness of the an- 316

swers tends to improve; second, common-domain 317

prompts do not help, if not hurt, truthfulness. It 318

is possible that GPT-3 interpreted the different do- 319

mains as noise, thus cancelling out the content- 320

specific information fed into the model as prompts. 321

7 Conclusion and Future Work 322

We find that for questions prone to eliciting imi- 323

tative falsehoods, prompting GPT-3 with correct 324

question-answer pairs can be shown to increase 325

truthfulness in answers. We further break down 326

the level of improvement by domains to find no 327

consistent success across the six domains selected. 328

The above result goes to show that the quantity of 329

prompts for a question should be considered be- 330

fore domain similarity, and that no one-size-fits-all 331

prompt exists within our dataset. 332

Our experiments are limited in the sense that cur- 333

rent findings are only applicable within the Truth- 334

fulQA dataset. Due to the small number of data 335

points available in the benchmark, we had to per- 336

form fairly ad-hoc groupings of the 38 domains, 337

which is not immune to human biases. Future 338

work can seek to remedy this issue in two signifi- 339

cant ways: the development of a scalable domain- 340

similarity assessment model can improve the ac- 341

countability of groupings, and a crowd-sourced 342

dataset of bigger size would be conducive to more 343

quantifiable measures of prompt effectiveness. 344

8 Github 345

The codebase for this project can be 346

found at https://github.com/ 347

Shirley-Cullen/MLLU-final-project 348
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Figure 3: Accuracy of prompt methods.Grouping of domains can be found in 3.2

Figure 4: Sample Question-Answer pairs from experiments using different prompting methods
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Figure 5: Accuracy BLUERT accuracy of D1-D2/R2
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